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Abstract 

Diabetes, a chronic condition, affects numerous populations. Poor insulin production 
from the pancreas combined with high blood sugar levels can result in the onset of diabetes. 

Diabetes can be caused by numerous factors. Observe and prevent these factors to reduce the 

high prevalence of diabetes. This study concentrates on medical record data for determining 
diabetes risk factors via statistical correlation analysis. These factors will be utilized as machine 

learning and LSTM input parameters for diabetes prediction. The factors analyzed include blood 

glucose levels, HbA1c levels, age, BMI, hypertension, heart disease, smoking habits, and gender. 

Based on the research results, we found that glucose levels (>137 mg/dL) and HbA1c levels 
(>6.5%) are the main benchmarks in diagnosing diabetes. It is also supported by the correlation 

value, which is relatively high (0.42 and 0.40, respectively) compared to other factors. Increasing 

age and BMI also increase the risk of developing diabetes. Comorbidities (such as hypertension 
or heart disease) and smoking habits can worsen the condition of people with diabetes. 

Meanwhile (based on gender), women are more at risk of developing diabetes than men because 

their body mass index increases during the monthly cycle. Apart from that, there is a tendency for 
blood sugar levels in women to increase in the last two weeks before menstruation. Based on the 

prediction results, the highest levels of accuracy, sensitivity, and F1 score were obtained 

(96.97%, 99.97%, and 98.37%) using the LSTM method. This performance shows that LSTM is 

relatively good for the diabetes prediction process based on existing factors/parameters. 
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1. INTRODUCTION 

The number of diabetes sufferers globally continues to increase every year. Diabetes is 

one of the leading causes of human death in the world. Data from the IDF or International Diabetes 

Federation shows that 537 million diabetes sufferers worldwide are 20-79 years old [1]. This 
number increased by 15.98% compared to 2019, which was 463 million people. In addition, the 

increase in the number of diabetes sufferers has been consistent every year. The number increased 

to 255.63% compared to 2000, which was only 151 million people. Based on region, China has 

the most significant number of diabetes sufferers currently, namely around 140.9 million people 
[2]. India is in second place, with the number of people suffering from diabetes reaching 74.2 

million, and Pakistan is in third place, with the number of people suffering from diabetes reaching 

33 million. Thus, the International Diabetes Federation estimates that the number of diabetes 
sufferers will continue to increase by 45.81% to 783 million diabetes sufferers in 2045 [3]. If the 

number of people with diabetes continues to increase, there will be various challenges that must 

be overcome, ranging from limited access to treatment, education about diabetes to the wider 

community, and the importance of access to insulin drugs.  
Diabetes is a disease that cannot be cured and occurs when blood sugar levels increase or 

are too high. Sugar or glucose levels are a source of energy for body cells. The hormone used to 
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regulate blood sugar/glucose levels is known as the insulin hormone [4]. In people with diabetes, 

glucose cannot be used by the body as an energy source. It is due to a lack of production of the 
hormone insulin by the pancreas in the human body [5]. Without insulin, body cells cannot absorb 

and process glucose into energy. If glucose cannot be absorbed properly by body cells, glucose 

will accumulate in the blood and cause various disorders in the body's organs. If not controlled 

properly, diabetes can cause complications that risk the sufferer's life. In general, diabetes is 
divided into two, namely type I and type II diabetes [6]. 

In type I diabetes, an autoimmune condition occurs where the human immune system 

attacks pancreatic cells. It causes insulin production in the body to decrease and blood sugar levels 
to increase. Increased blood sugar levels can trigger damage to the body's organs [7]. The cause 

of type I diabetes is still not known for certain. However, this disease tends to be associated with 

environmental and hereditary factors. Meanwhile, type II diabetes is when the body's cells 

become unresponsive to the hormone insulin. So, the insulin produced cannot be used properly 
by the body to absorb and convert glucose into energy. This condition is better known as insulin 

resistance [8]. Type II diabetes is the most common type of diabetes most people suffer. Another 

type of diabetes that pregnant women often suffer from is gestational diabetes. Hormonal changes 
generally cause this diabetes during pregnancy in women, and the blood sugar levels will return 

to normal after giving birth [9]. 

Type I diabetes can attack a person within a short period or even in a few days. 
Meanwhile, for type II diabetes, sometimes a person does not realize that they have had it for a 

long time (many years) because the symptoms of this type of diabetes are not specific. Some 

conditions that indicate someone has diabetes are frequently feeling thirsty or hungry, frequent 

urination at night, decreased muscle mass or body weight, urine containing ketones, and wounds 
that are difficult to heal. Apart from that, there are conditions where a person can suffer from 

prediabetes. Prediabetes generally occurs when a person's blood sugar or glucose levels are on 

the verge of normal but not high enough to be categorized as a person with diabetes. A person 
with prediabetes can also have type II diabetes if it is not treated/appropriately managed [10]. To 

diagnose diabetes in a person, the doctor will carry out several examinations, including a medical 

interview and a physical (supporting) examination. In a medical interview, the doctor will ask 
several questions related to the patient's medical condition, such as complaints, history of illness, 

etc. After conducting a medical interview, the doctor will examine the patient's physical 

appearance directly and through supporting tests. These supporting tests include blood tests, 

hemoglobin A1c or HbA1C tests, and autoantibody examinations [11]. 
Considering the enormous impact that diabetes has on the health of sufferers, the process 

of detecting and preventing this disease is crucial. The development of science and technology 

has made it possible to detect and predict various types of diseases in the future easily, quickly, 
and accurately. One is the early prediction of people at risk of diabetes using artificial intelligence. 

The process of diagnosing people with diabetes can be carried out using machine learning and 

deep learning models (utilizing existing recorded data from previous patients). In his research, 

Alghamdi [12] used an intelligent computing-based data mining method to analyze various 
aspects that influence the onset of diabetes. Several aspects or factors analyzed will be used as 

features for early detection and prediction of diabetes. The XGBoost method is proposed as a 

classifier for the diabetes classification process. The choice of Xtreme Gradient Boost in research 
aims to deal with a set of medical record data that tends to be large, random, and complex (with 

many features). The accuracy rate for the classification/prediction of diabetes using XGBoost can 

reach 89%. 
Another research conducted by Dutta et al. [13] carried out an early learning-based 

diabetes prediction process using machine learning methods. In addition, the processes of 

imputation of missing values, cross-validation, and feature selection are also proposed in his 

research. These stages are carried out to improve the accuracy and efficiency of the existing 
prediction model. Analysis of variance, better known as ANOVA, is also carried out to show the 

performance of the trained learning-based prediction model. Based on research that has been 

carried out, the AUC value was 83.32%, and the optimal prediction accuracy value reached 
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73.35% using classification methods such as Light Gradient Boost, Xtreme Gradient Boost, 

Random Forest, and Decision Tree. In research conducted by Su et al. [14], a person's risk of 
developing Diabetes Mellitus was predicted using machine learning models such as SVM, Neural 

Network, XGBoost, Random Forest, and Regression (Logistic & Polynomial). Features or 

information used in the prediction process include a person's blood pressure, sugar levels, BMI, 

age, and insulin levels. Based on research that has been carried out, it was found that the prediction 
accuracy value increased from 68.1% (Logistic Regression) when using the original feature to 

78.8% (Logistic Regression) when using the compensation feature. In their research, Alam et al. 

[15] also proposed an early diabetes prediction model using machine learning such as ANN, K-
Means, and Random Forest. Significant features for the prediction process are selected using the 

PCA method. As a result, BMI and blood sugar levels become dominant features in the emergence 

of diabetes. In addition, the prediction process carried out in this research shows an optimal 

accuracy value of 75.7% when using the ANN method. 
However, the performance of early diabetes prediction systems in previous research still 

needs to be optimized, especially in accuracy, precision, and efficiency. Therefore, this research 

proposes a Long-Short Term Memory (LSTM) method for the early diabetes prediction process. 
Hopefully, this method can provide more accurate and efficient prediction results than previous 

research. Apart from that, several parameters/factors, such as age, hypertension, heart disease, 

BMI, HbA1c, blood glucose, gender, and smoking history, will also be analyzed to determine 
how much influence they have in triggering diabetes in a person. So, correlation analysis will also 

be used to obtain the information needed in this research. 

2. RESEARCH METHODS 

The stages carried out in the research consisted of data collection, data exploration, 
statistical analysis, diabetes prediction based on machine learning methods & LSTM, and results 

analysis. A more detailed explanation regarding each stage will be explained as follows. 

2.1. Data Collection 

Data collection aims to obtain relevant data regarding diabetes sufferers and their causal 

parameters. This research uses a dataset of diabetics and non-diabetics originating from the 
Kaggle repository [16]. The dataset contains medical record information from 100,000 patients, 

of which 8,500 people were diagnosed with diabetes, while 91,500 people did not suffer from 

diabetes. To overcome the imbalance of data classes of diabetics and non-diabetics, the SMOTE 
method is used. This method will synthesize data from minority classes until the amount of data 

is balanced between diabetics and non-diabetics. Parameters used to determine whether someone 

has diabetes or non-diabetes include blood glucose level, HbA1c level, age, BMI, hypertension, 

history of heart disease, smoking habits, and gender. The following are details of patient medical 
records in the dataset used in this research.  

 
Table 1. Electronic Medical Record of Diabetes and Non-Diabetes Patients 

No 
HbA1c 

Level 

Blood 

Glucose 
Gender Age Hypertension 

Heart 

Disease 

Smoking 

History 
BMI 

Diabetes 

Diagnosis 

1 6.6 140 Female 80 Negative Positive Never 25.19 Negative 

2 6.6 80 Female 54 Negative Negative No Info 27.32 Negative 

3 5.7 158 Male 28 Negative Negative Never 27.32 Negative 

4 5 155 Female 36 Negative Negative Current 23.45 Negative 

5 4.8 155 Male 76 Positive Positive Current 20.14 Negative 

6 6.6 85 Female 20 Negative Negative Never 27.32 Negative 

7 6.5 200 Female 44 Negative Negative Never 19.31 Positive 
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No 
HbA1c 

Level 

Blood 

Glucose 
Gender Age Hypertension 

Heart 

Disease 

Smoking 

History 
BMI 

Diabetes 

Diagnosis 

… … … … … … … … … … 

99.999 4 100 Female 24 Negative Negative No Info 35.42 Negative 

100.000 6.6 90 Female 57 Negative Negative Never 22.43 Negative 

2.2. Data Exploration 

High blood sugar is the cause of diabetes in a person. This disease can attack everyone, 

both young people and adults. In general, diabetes is categorized into two types, namely type 1 

(which occurs due to autoimmune disorders in the body) and type 2 (due to unhealthy eating 
patterns) [17]. This autoimmune disease can cause the insulin hormone produced by the pancreas 

to be less than optimal. Meanwhile, diabetes caused by unhealthy eating patterns (type 2 diabetes) 

causes the sugar intake in the body to become uncontrolled. BMI, blood sugar levels, 
hypertension, HbA1c levels, age, history of heart disease, smoking habits, and gender are some 

of the factors often used to analyze the causes of diabetes. The following is the distribution of 

diabetes sufferers from the dataset [16] based on several factors above. 
 

 
(a) (b) 

 
(c) (d) 

 
(e) (f) 

Figure 1. (a) Comparison of Diabetics and Non-Diabetics Based on Gender; (b) Diabetes Sufferers Based on Age; 
(c) Diabetes Sufferers Based on Concomitant Diseases; (d) Diabetes Sufferers Based on BMI Index; (e) Diabetes 

Sufferers Based on Smoking Habits; and (f) Diabetes Sufferers Based on HbA1c & Blood Glucose Levels 

 
Based on the distribution of EMR data, there are more women (4461) with diabetes than 
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men (4039). So, it can be assumed that women have a greater risk of developing diabetes than 

men. If we look at the age group, diabetes sufferers are dominated by the elderly (over 60). In this 
age group, diabetes sufferers reached 4719 people. The lower the age group, the more diabetes 

sufferers will decrease (2567 people aged 46-60; 913 people aged 31-45; 219 people aged 18-30; 

and 82 people aged under 17). So, if we observe the data pattern, it can be assumed that the older 

a person gets, the higher the risk of developing diabetes. Apart from that, diabetes sufferers also 
sometimes have other comorbidities such as hypertension and heart disease. From this medical 

record data, 1267 diabetes sufferers also have heart disease, and 2088 diabetes sufferers have 

hypertension. It shows that someone with hypertension and heart disease is at risk of developing 
diabetes. 

Other factors such as BMI, HbA1c, and blood sugar levels show similar characteristics. 

Namely, the greater the value of a person's body mass index (BMI), HbA1c, and blood sugar 

levels, the greater the risk of the person suffering from diabetes. From this medical record data, 
diabetes sufferers are dominated by those with a BMI range between 25-29.9 (3340 patients) and 

more than 30 (4233 patients). Based on HbA1c levels, 3309 diabetes sufferers had an HbA1c 

range between 5.7%-6.4%, and 5191 diabetes sufferers had HbA1c levels more than 6.5%. If we 
look at blood glucose levels, there are 1328 people with diabetes with glucose levels between 

117-137 mg/dL and 7172 people with diabetes with glucose levels more than 137 mg/dL. Besides 

these three factors, smoking habits are also presented in the distribution of diabetes sufferers 
above. Based on the data pattern above, it can be seen that even people who have never smoked 

(3346 patients) still have a higher risk of developing diabetes compared to smokers (2110 

patients) and former smokers (1590 patients). 

2.3. Statistical Analysis 

Statistical analysis is collecting, interpreting, and drawing conclusions from numerical 
data. Statistical analysis aims to understand or reveal patterns and relationships of information in 

data [18]. At this stage, the factors that cause diabetes are analyzed using a statistical approach. 

So, the results obtained are ranking factors that are very influential to less influential. The values 

for each factor, such as Body Mass Index (BMI), age, HbA1c level, and blood glucose, will be 
calculated for the Mean, Median, and Standard Deviation values. It aims to obtain the onset value 

from existing patient medical record data. Apart from that, all factors will also be analyzed using 

a correlation approach. It is to test how strong the influence of each factor is on the emergence of 

diabetes in patients. The correlation formula used in this research is defined as follows [19]. 

𝑟𝑥𝑦 =
𝑛∑ 𝑥𝑖𝑦𝑖 −∑ 𝑥𝑖 ∑ 𝑦𝑖

𝑛
𝑖=1

𝑛
𝑖=1

𝑛
𝑖=1

√(𝑛∑ 𝑥𝑖
2 − (∑ 𝑥𝑖

𝑛
𝑖=1 )

2𝑛
𝑖=1 ) (𝑛∑ 𝑦𝑖

2 − (∑ 𝑦𝑖
𝑛
𝑖=1 )

2𝑛
𝑖=1 )

 
(1) 

where 𝒓𝒙𝒚 = correlation coefficient between variables x and y; 𝒙𝒊 = ith data value in variable group 

x; 𝒚𝒊 = ith data value in variable group y; and n = data. 

2.4. Diabetes Prediction using Machine Learning 

As previously explained, this research uses machine learning and Long-Short Term 

Memory (LSTM) methods for the diabetes prediction process. Machine learning and LSTM 

methods for the prediction process are based on mathematical calculations that users can 
understand. The machine learning used in this research includes Naive Bayes, Support Vector 

Machine, Linear Regression, Random Forest, and K-Nearest Neighbor. Apart from that, training 

data and testing data from patient medical records are also needed to train and test previously 
designed methods. 
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2.4.1 Naive Bayes (NB) 

Naive Bayes is a type of method in machine learning. This method has a simple structure, 

is efficient, and can provide quite good results in data classification. However, the disadvantage 

of this method is that Naive Bayes is less suitable for data with high dimensions and involves 
dependencies between features. In its working mechanism, Naive Bayes calculates the posterior 

probability for each possible class, and the class with the highest probability is assumed to be the 

predicted class of the data sample [20]. 

𝑝(𝑦|𝑥) =
𝑝(𝑥|𝑦). 𝑝(𝑦)

𝑝(𝑥)
 (2) 

where: x = data with unknown classes; y = data hypothesis x; 𝑝(𝑦|𝑥) = posteriori probability 

(probability of hypothesis y based on x); 𝑝(𝑦) = prior probability (probability of hypothesis y); 

𝑝(𝑥|𝑦) = probability x based on hypothesis y; and 𝑝(𝑥) = probability x. 

2.4.2 Support Vector Machine (SVM) 

As one of the machine learning methods, SVM is often used in regression and data 

classification processes. SVM will determine the best hyperplane to separate two or more data 

classes in its working mechanism. The hyperplane can be found by maximizing the margin. In 

this case, the margin is the distance between the hyperplane and the closest points between classes 
(better known as support vectors). The basic SVM formula is adapted from the hyperplane 

formula (to separate classes in classification). In two dimensions, the hyperplane formula is [21]: 

𝑓(𝑥) = 𝑤 . 𝑥 + 𝑏 (3) 

where: 𝑓(𝑥) = function that produces classification output; x = input feature vector; w = weight 

vector of the hyperplane; and b = shift (bias) of the hyperplane. The SVM method also requires 

choosing the right kernel so that SVM performance can run optimally. The following are the 

formulas for several kernels often used in SVM. 

Radial Basis Function = 𝐾(𝑥1, 𝑥2) = 𝑒𝑥𝑝 (−
‖𝑥1−𝑥2‖

2

2𝜎2
) (4) 

Linear Function = 𝐾(𝑥1, 𝑥2) = 𝑥1
𝑇𝑥2 (5) 

Polynomial Function = 𝐾(𝑥1, 𝑥2) = (𝑥1
𝑇𝑥2 + 1)𝑝 (6) 

Sigmoid Function = 𝐾(𝑥1, 𝑥2) = tanh  (𝛽0𝑥1
𝑇𝑥2 + 𝛽1) (7) 

2.4.3 Linear Regression (LR) 

Linear regression is a type of statistics-based algorithm used to model a linear relationship 

between one or more independent variables (predictors) and one dependent variable (the variable 
to be predicted). The goal is to understand how changes in one or more independent variables 

relate to changes in the dependent variable. In addition, linear regression analysis aims to 

determine the parameters that best explain the relationship between the independent and 
dependent variables. It can be done with methods (such as the least squares method) that can 

minimize the error between the predicted and actual values. The simple formula for linear 

regression is as follows [22]. 

𝑦 = 𝑎 + 𝑏𝑥 (8) 
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where: y = dependent variable (the variable to be predicted); x = independent variable (predictor); 

a = intercept (intercept with the y-axis); and b = regression coefficient that measures the expected 

level of change in y when x changes by one unit. 

2.4.4 Random Forest (RF) 

Random Forest is a method based on the concept of decision trees. In this case, the output 

from a collection of decision trees will be accumulated and voted on to determine the data class. 

The advantage of Random Forest is its ability to solve overfitting problems well, thereby making 

classification or prediction results more accurate. To overcome overfitting, Random Forest uses 
bagging techniques. This technique allows each tree to be built from random samples with 

replacement from the training data. It provides variation for the resulting trees and can reduce 

overfitting. Apart from that, Random Forest is also suitable for dealing with data that consists of 

many features. The following are some of the functions used in the Random Forest method [23]. 

Gini Impurity = ∑ 𝑓𝑖(1 − 𝑓𝑖)
𝐶
𝑖=1  (9) 

Entropy = ∑ −𝑓𝑖 log(𝑓𝑖)
𝐶
𝑖=1  (10) 

Mean Square Error = 
1

𝑁
∑ (𝑦𝑖 − 𝜇)2𝑁

𝑖=1  (11) 

Mean Absolute Error = 
1

𝑁
∑ |𝑦𝑖 − 𝜇|𝑁

𝑖=1  (12) 

Where: 𝑓𝑖 = frequency of label i at node; 𝐶 = number of unique labels; 𝑦𝑖 = label for instance; 𝑁 

= number of instances; and 𝜇 = mean given by 
1

𝑁
∑ 𝑦𝑖

𝑁
𝑖=1  

2.4.5 K-Nearest Neighbor (K-NN) 

KNN assumes that similar objects (in the same class) tend to be close to each other. In 
other words, the K-NN algorithm predicts the class or target value of data based on training data 

that is similar to that data. K-NN has a simple structure and is often used in cases where training 

data is limited or does not have many features. Thus, this method can also be computationally 

heavy when used for large data training because KNN must measure the distance between the 
predicted data and all training data. Apart from that, K-NN is also sensitive to data scale. It means 

that it is necessary to normalize or scale the data to ensure that all features can influence the 

prediction results proportionally. The following is a distance formula often used in the K-NN 

method [24]. 

Euclidean Distance = 𝑑(𝑥, 𝑦) = ‖𝑥 − 𝑦‖ = √∑ (𝑥𝑖 − 𝑦𝑖)2
𝑛
𝑖=1  (13) 

Manhattan Distance = 𝑑(𝑥, 𝑦) = ∑ (|𝑥𝑖 − 𝑦𝑖|)
𝑛
𝑖=1  (14) 

Minkowski Distance = 𝑑(𝑥, 𝑦) = ‖𝑥 − 𝑦‖𝑞 = (∑|𝑥 − 𝑦|𝑞)
1

𝑞 (15) 

Mahalanobis Distance = 𝑑(�⃗�, �⃗�) = √(�⃗� − �⃗�)𝑇𝑆−1(�⃗� − �⃗�) (16) 

where: 𝑑 = distance; 𝑥𝑖 = variable value of x; 𝑦𝑖 = variable value of y; 𝑛 = amount of data 

2.4.6 Long-Short Term Memory (LSTM) 

LSTM is an artificial neural network architecture often used in data pattern recognition, 

especially for tasks involving sequential or consecutive data. This other form of RNN is 

considered better because of its ability to overcome problems associated with long-term 
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information transfer in sequential data. In training an LSTM model, parameters are adjusted 

through a training process using machine learning algorithms such as backpropagation and 
gradient descent. It allows the LSTM model to learn from training data and produce correct 

predictions on data it has never seen before. The following are the parameter settings and 

architecture of LSTM: 

Table 2. Parameter settings for LSTM Model 

No Hyperparameter Value 

1 Learning Rate 0.005 

2 Optimizer Adam 

3 Number of LSTM layers 4 

4 Number of Epochs 50 

5 Dropout rate 0.5 

6 Batch size 10 

7 Activation Function Sigmoid 

 

 
Figure 2. Architecture of Long-Short Term Memory (LSTM) Algorithm [25] 

In LSTM, several important components work together to manage and update information 
over time. Memory cells serve as long-term storage that retains information throughout the data 

sequence. The forget gate is in charge of regulating how much information from the memory cell 

needs to be forgotten at each time step, using a sigmoid function to produce a value between 0 
and 1. The input gate determines how much new information from the current input needs to be 

stored in the memory cell. It also uses a sigmoid function to modulate the information. Finally, 

the Output gate, or output gate, decides which part of the memory cell to use as output for the 
current time step, which also involves a sigmoid function for fine-tuning. 

3. RESULT AND DISCUSSION 

Diabetes is a chronic disease that many groups of people suffer. High levels of blood 

sugar and unhealthy lifestyles (such as frequent stress, excessive physical activity, and consuming 
excessive amounts of foods high in sugar) can trigger diabetes in a person [26]. Diabetes is often 

divided into two types (depending on the cause), namely type 1 and type 2 diabetes. A condition 

where the body cannot produce the insulin hormone due to an autoimmune disease is better known 
as type 1 diabetes. Meanwhile, a condition where the insulin hormone cannot be produced 

optimally by the pancreas is called type 2 diabetes [27]. Many methods are often used to diagnose 

diabetes, including fasting blood glucose tests, random blood glucose tests, HbA1c tests, and oral 
glucose tolerance tests. Urine examination (presence of ketones) can also be done to differentiate 

the type of diabetes (type 1 or 2) that a person suffers from [28]. Apart from that, many factors 
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are considered to be causes or parameters in the diagnosis of diabetes, such as blood glucose 

levels, HbA1c levels, age, BMI, hypertension, heart disease, smoking habits, and gender. 

 
Figure 3. Statistics of Age, BMI, HbA1c, and Blood Glucose Levels in Diabetes Patients 

Glucose levels are the main parameter used as a benchmark in diagnosing diabetes in a 

person. Glucose is fuel for cells and body tissues to work as they should. Food ingredients that 

contain carbohydrates (such as rice, tubers, bread, fruit, etc.) will be processed by the body's 
digestive system into sugar molecules and become fuel for cells. Converting glucose into fuel for 

cells requires insulin, and the pancreas produces this hormone [29]. So, the function of insulin is 

to keep blood sugar levels regular or not too low (hypoglycemia) or too high (hyperglycemia) 
[30]. When checking fasting blood sugar, a person who does not have diabetes has a blood sugar 

level of less than 100 mg/dL. Meanwhile, people who suffer from prediabetes range from 100-

125 mg/dL and suffer from diabetes when they have blood sugar levels of more than 126 mg/dL 
[31]. Based on the recorded data in this study, 1328 people suffering from diabetes had fasting 

blood glucose levels ranging between 117-137 mg/dL, and 7172 people had fasting blood glucose 

levels of more than 137 mg/dL. So, if the average value is calculated, the fasting blood glucose 

level in diabetes sufferers in this study was around 138.06 mg/dL. In other cases, blood sugar 
levels can also change. Diet, daily physical activity, drug side effects, and other factors cause this. 

In general, changes in blood sugar levels at any time are still considered normal if the numbers 

do not change drastically quickly [32]. 

Apart from fasting glucose levels, another factor that is crucial in diagnosing diabetes is 

checking HbA1c levels. Glycated hemoglobin (HbA1c) is formed when red blood cells bind 

glucose in the body. So, if the body's mechanisms are disrupted, and the body cannot utilize the 
glucose properly, the glucose will precipitate or accumulate in the blood. If the HbA1c level is 

higher, the accumulation of blood glucose will be higher, and the risk of diabetes complications 

will increase [33]. A person has an average HbA1c level if it is less than 5.7%. When the HbA1c 

value ranges between 5.7%-6.4%, a person enters the prediabetes phase and is diagnosed with 
diabetes when the HbA1c level reaches 6.5% or more. In the medical records used in this study, 

3309 people had HbA1c levels between 5.7%-6.4% (prediabetes), and 5191 people had HbA1c 

levels of more than 6.5% or more (diabetes). Meanwhile, the average HbA1c level in patient 
medical records reached 5.76%. The next factor that has quite a crucial influence on diabetes is 

age. As a person ages, the body will have limitations in producing insulin. It is different when 

someone is young. The amount of insulin the body can produce is more or sufficient [34]. In 
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addition, as we age, growing cells will have difficulty utilizing insulin, so blood sugar levels will 

increase. However, it does not rule out the possibility that someone still young will not develop 
diabetes. Many diabetes sufferers are still young. It can be caused by a lifestyle that tends to be 

unhealthy [35]. Based on medical record data used in this study, diabetes sufferers are still 

dominated by the age group over 61 years or more (4719 people). Meanwhile, from the 18-30 age 

group, 219 were diagnosed with diabetes, and 82 people aged under 17 years were diagnosed with 

diabetes. Meanwhile, the average age of diabetes sufferers in this study was 42.67 years. 

Body weight that is not ideal (obesity) is a factor that can trigger the emergence of 

diabetes. When a person's BMI is not ideal (obesity), the fat tissue stored in a person's body will 
interfere with insulin production. This condition is better known as insulin resistance [36]. Apart 

from that, people who have a BMI that is not ideal (obese) are also at risk of developing metabolic 

disorders (a condition that can trigger diabetes). Based on patient medical record data in this study, 

4233 people with diabetes had a BMI index above 30, and only 64 people with diabetes had a 
BMI below 18.5. Meanwhile, the average BMI index is around 27.32. So, it can be ascertained 

that the higher a person's BMI index, the greater the risk of developing diabetes in that person. 

Diabetes is sometimes also accompanied by comorbidities such as hypertension and heart disease 
[37]. Hypertension can occur due to complications of diabetes. Over time, this will develop into 

heart disease, which can cause death. Diabetes and hypertension have a significant relationship, 

such as increasing body fluid volume, arterial strength, insulin levels, and increasing triglycerides. 
Diabetes will increase body fluids and increase a person's blood pressure [38]. In addition, 

diabetes can reduce the elasticity of blood vessels, reduce insulin production, and trigger the 

appearance of plaque in blood vessels. In this study, 2088 people were suffering from diabetes 

accompanied by hypertension. If a diabetic sufferer has heart disease, that person is at high risk 
of experiencing a silent heart attack. It is because the patient's nerves tend to go numb, or the 

patient does not feel pain at all. A total of 1267 people with diabetes in this study had comorbid 

heart disease. 

Table 3. Correlation Value of Diabetes Factors 

No Diabetes Factors Correlation Value 

1 Blood Glucose Level 0.42 

2 HbA1c Level 0.40 

3 Age 0.26 

4 BMI 0.21 

5 Hypertension 0.20 

6 Heart Disease 0.17 

7 Smoking Habits 0.08 

8 Gender 0.04 

 

Smoking habits are also linked to diabetes. Nicotine content (the active chemical in 

cigarettes) can increase blood sugar levels. Apart from that, nicotine can also disrupt the body's 

metabolism, which can increase the risk of diabetes. Nicotine can make it difficult for cells to 
respond to insulin, and other chemicals contained in cigarettes can damage body cells, causing 

inflammation [39]. Smoking can also increase bad cholesterol and triglycerides in the body. High 

cholesterol and triglycerides are related to type 2 diabetes. The last factor related to diabetes is 
gender (although the correlation value is relatively small). In this study, 4461 women suffered 

from diabetes while 4039 men suffered from diabetes. From this data, it can be seen that women 

tend to be more at risk of developing diabetes compared to men. The reason women have a higher 
risk of developing diabetes is because their body mass index increases during their monthly cycle 

[40]. Apart from that, an unhealthy lifestyle and eating patterns can also be the cause [41]. If we 

observe the correlation value, the parameters of blood glucose level and HbA1c (0.42 and 0.40) 

have a very dominant influence on the diagnosis of diabetes. Furthermore, the factors age, BMI, 
hypertension, and heart disease have a lower correlation level compared to the previous two 

factors, namely 0.26, 0.21, 0.20, and 0.17, respectively. Two other factors, such as smoking habits 

and gender, have the lowest correlation values, namely 0.08 and 0.04. 
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Apart from analyzing the parameters that cause diabetes, we also carry out diabetes 

predictions based on Long-Short Term Memory (LSTM), Naive Bayes (NB), Support Vector 
Machine (SVM), Linear Regression (LR), Random Forest (RF), and K-Nearest Neighbor (K-

NN). Input parameters used in predictions include blood glucose levels, HbA1c levels, age, BMI, 

hypertension, heart disease, smoking habits, and gender. The data used for predictions is 100,000 

(8500 diabetics and 91,500 non-diabetics) with a division of 80% for the training process and 
20% for the testing process. This data partitioning is conducted manually. Several parameters 

used to evaluate system performance in prediction (evaluation matrix) include accuracy, 

precision, sensitivity, and F1 score. The performance value is obtained from the calculation 
formula based on True Positive (TP), True Negative (TN), False Positive (FP), and False Negative 

(FN) from the test data. The system performance values in the machine learning-based prediction 

process are presented in Figure 4. 

  
(a) (b) 

 
(c) (d) 

Figure 4. Machine Learning and LSTM Performance Metrics for Diabetes Prediction (a) Accuracy; (b) Precision; 
(c) Sensitivity; and (d) F1-Score 

 

According to the evaluation matrix, LSTM yields the highest accuracy, sensitivity, and 
F1 score (96.97%, 99.97%, and 98.37%) among NB, RF, LR, SVM, and K-NN. 96.83% is the 

LSTM precision, underperforming the SVM precision of 99.48%. The accuracy values for NB, 

SVM, K-NN, LR, and RF were 89.94%, 96.01%, 94.86%, 95.99%, and 96.84%, respectively. 

The precision values for NB, SVM, K-NN, LR, and RF are 92.26%, 99.48%, 97.37%, 99.03%, 
and 99.26%, respectively. The sensitivity results were [96.58% for NB, 96.28% for SVM, 97.03% 

for K-NN, 96.67% for LR, and 97.34% for RF], while the F1 scores were [94.37% for NB, 97.85% 

for SVM, 97.20% for K-NN, 97.83% for LR, and 98.29% for RF]. In this research, LSTM tends to 

have good performance compared to other methods because of the memory (which remembers previous 
output data) in the architecture [42]. It makes LSTM remember and learn better in the classification and 

prediction process. LSTM is capable of deleting previously saved output data in addition to 

processing sequences. When the output data becomes outdated and is disregarded in the 

classification or prediction process, it's referred to as this phenomenon [43]. 

4. CONCLUSION 
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This research aims to analyze several parameters that influence the occurrence of diabetes 

based on patient medical record data using LSTM methods. The analyzed parameters were blood 
glucose levels, HbA1c levels, age, BMI, hypertension, heart disease, smoking habits, and gender. 

Based on the research results, we found that glucose levels and HbA1c (having the highest 

correlation value compared to other parameters, 0.42 and 0.40, respectively) are the best 

parameters to be used as a benchmark for diagnosing diabetes. So, the higher the glucose and 
HbA1c levels in the blood, the higher a person's risk of developing diabetes. A person is classified 

as suffering from diabetes when their fasting glucose level is more than 137 mg/dL and their 

HbA1c level is more than 6.5%. The age factor also influences the occurrence of diabetes. 
Someone who is elderly is more at risk of developing diabetes compared to the younger age group. 

The reason is that as a person ages, the body will have limitations in producing insulin. It is 

different when someone is young. The amount of insulin the body can produce is more or 

sufficient. Body weight that is not ideal (obesity) is a factor that can trigger the emergence of 
diabetes. When a person's Body Mass Index is not ideal (obesity), the fat tissue stored in a person's 

body will interfere with insulin production. Diabetes is sometimes also accompanied by 

comorbidities such as hypertension and heart disease. Hypertension can occur due to 
complications of diabetes. Smoking habits are also linked to diabetes. This is because the nicotine 

content (the active chemical in cigarettes) can increase blood sugar levels. The final factor related 

to diabetes is gender. The reason women have a higher risk of developing diabetes is because 
their body mass index increases during their monthly cycle. Exploring additional demographic 

factors (such as socioeconomic status or ethnicity) would be beneficial, as these could also play 

a role in diabetes prevalence and severity, providing a more comprehensive understanding of the 

disease's dynamics. 
LSTM methods allowed us to predict diabetes from medical records data. To assess the 

performance of a developed prediction system, an evaluation matrix is employed. Other methods, 

including NB, RF, LR, SVM, and K-NN, yield lower accuracy, sensitivity, and F1 scores (below 
96.97%, 99.97%, and 98.37%) than LSTM. However, SVM outperforms LSTM in terms of 

precision (99.48% vs 96.83%). LSTM outperforms other methods due to its architectural memory 

which stores previous output data. More medical record data is crucial for continued research. 
The objective is to gather data patterns and accurate information concerning diabetes' causative 

factors. Improvements are required to the LSTM method beyond the stated changes for enhanced 

data classification/prediction results. 
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